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—EXBHHIES iRRE:
1. Q: #IE? — A: X ST (Lecture 1)
2. Q: B1E? — A: it (Lecture 2)
3. Q Ei%k? — A ik
4. Q:RFE (F) ? = A: FiTiER
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EIPAN

APIRHAZTEEETF BST235: Advanced Regression and Statistical
Learning B4 Lecture Notes, A Primer on Reproducing Kernel Hilbert

Spaces' A& CS229T /STAT231: Statistical Learning Theory B4 Lecture
Notes?,

ATIRABEE:
o M7 (LIHHEE)

@ Lasso

o #%7i%5 RKHS (JEL{HRE)

'https://arxiv.org/pdf/1408.0952. pdf

https://web.stanford.edu/class/cs229t/notes . pdf
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https://arxiv.org/pdf/1408.0952.pdf
https://web.stanford.edu/class/cs229t/notes.pdf

HELEZIRRE, RNEXTFRTEIRENNS:
o RN AIAE (e.g., {TARHER Lasso)
o AP SJE (learning rate)
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HERER, HNSABLTHE SRR

o (FMEH) ISHHENETE. MR—IHIEE X<RiHE
E[X =08

2

Elexp(sX)] < exp <a ) , VseR
HANFRXANBEN Z EARMSEL (variance proxy) A o? IS4
. TSN EETUEERSHEIN T2, EAGREF
RERMR. (/EdRE 1)

o OpiES. MIRMEM ¢ >0, 77 C> 0 LUK N> 0 FBXFFEH
n> N #H

P(|Xn/an| > C) <,

JH»IJ*;R Xn = OP (an)°

Tianjun Ke (RUC)
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BE=1,....,n HHMEEE Y MHEE X, EEFRBEEL

Yi=fX;)) +¢ej, foralli=1,..., n

Hp e, BIRE/RE. BERIMMBIZIRETHE Ec;=0 B e,
vl::ival: 0B
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St B AR 2 — SRk B IR, P RAMRIZ (x) = x5,
B e R?, EILEFIERITS S

Y,-:X,Tﬁ—i—e,-, foralli=1,...,n.
BANEESIN—LEFEASRKREAEFRIELER RE[. KNENE
HEERE X = (X[ ,...,.X))T e R™9 IR EE Y= (Y1,...,Y,)" €R"
UBRIRERE c = (c1,...,en) | € R". BATTUBLHERTE

Y=X8+e¢.

BATEIGZITERES %) X = (Xy,..., Xq), Hi X, B X 1%/ 5.
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KRR R AR
o IEMENL: HhEEE Xi,... X, BHER.
o BEHL: thEEE Xi,..., X, ZBEHE, FEARINBERIEL « I F X,

HERXRHEREVFSHH, HAOEKET ISR . R X EHFELZE
BEALEY, FATATIAX X BXEAFHEEEIAEREAIIER -

Tianjun Ke
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HINEGIHZEIBEFEEXOAAFR: RWSSUMI.
o T, HATATLAMIT f SEXHEH 7 ZEKHFIRE (Mean
Squared Error, MSE) k& 2wimARYE:

n

MSE(F) = = 3" (F(X) — ()%

i=1
ALHEOFGRET, BRIOTTLUEITIRERTA:

. n ~ 1 ~
MSBCE) = £ 520G B X] 5 = 1B - 5
= (8- 5")TS(B - ),
Hep 5 =XTX/n= L0 XTX; RRAHHFEER.
o BHIE. RIENMET 5 5 5 EE, tE] |5 5| HyukssE

o

it
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THRINMUSERRS/N_FMbT A6, BREITFEIBEP—MRE
ZERMES—KSEE. —BmE, WSEERZEERRIFARENR
FITER. IERMELSINGRNZF b1

ELS = argmin Z(Y, — X! 8)? = argmin|| Y — X3|°.
i=1 B

TESH T ER&E/N R AITRIARE.

/NG TR

I/B\LS _ (XTx)TX—rK
Hrh AT 2 A B9 Moore-Penrose {5 .
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21 EY3

AR H R ANERA

JERH
BIBEN, BN FHRKE /- bERSE

=2X (Y- XBS).

o
0= —||Y—Xg|?
aﬁll Bl s

Rk ARE, 7E X XS =XTY, Bk S = XTX)IXTY.
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21 EY3

TEEARH—H RN TG THF BRI TR SUREE -

B/ Sfdit T MSE RIS SR B

MMIANREB €1 ... e TE, MRENHE Ee; =0 BIRASHE
(variance proxy) 4 o BIIEEHT (sub-Gaussian) 437, M

2

E[MSE(XF")] $ ==,
FHEEDN 1 -0 W,
2 2
75 < 20 4 2 1oglt
MSE(XA™) § — + — log(5).

Hep rank(X) =r, ap, S by RRFE—NE n TXWEE C, FEEXFTF
FR&E n, a, < Ch,.

v
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ATIEARXANERE, HNESINLEESHREERPIBEXERERX

(maximal inequality).,

oy SEHAIRAEARER
EREHLEE X c RY, WRIFE ve R, (u,X) BESEH o?||u)?
WSS, Mg

E||X|| < 40V/d.
FEUMMETF 1 -0 HEEE
|1XI| < 4oVd+ 20+/210g(1/5).

HTFZAEFRREAZEESIN c MEFSHRIMS, HEXFE, HIE
MR RS,

30 Theorem 1.19, https:
//ocw.mit.edu/courses/18-s997-high-dimensional-statistics-spring-2015/

a69e2f53bb2eeb9464520£3027fc61e6_MIT18_S997S15_Chapteril.pdf
Tianjun Ke (RUC) Lecture 2 RUC 2023 17 /48
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21 EY3

ERA

BAME BRI PHEH & 1¢1'Emmﬁﬂm¢_£ e 55 2

WM. RITATLESIE 3Y5 5 5 WBEE

1Y = XBYS| < || Y = X8| = |XB" +¢ — X8| =

F—HHE,

I Y=XBUS|12 = |XB*+e—XB5|? = [IX(B—B*)I1—2(e, X(B—B*)) + el %

.JH.’. J%J:Lﬁ/\x%_t—nni* _I

IX(B = 89 < 2(e, X(B = 8%)) = 2IX(B - B(e, M»

1X(5

=]

lell?.

Y —XB]?

RUC 2023
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21 EY3

(£5)

T8, RGEL “supowt” HI5H (- @“; ) TS, EX
C(X) 4 X MFIEBIMMLILEE. 8 0= (41,....4) € R™ K7
& C(X) MIREESE, i#2 ¥o— ; BF X(B - 57) € C(X),
FIEFE v = (Vlw--uVr)T eR’, EB X(B-0%)=> 1 vp = Pv.
EXE=2'c R, AR

M Qv 5T(I)V_ T vV . .
R T T 7 A T R 7 LA

HREANELRE—NAESHERT “supout” 17, B EBRREX
5LoH (1) FE#esk,

MSE 2k % X(E—B*) 2 4||5||2_
(XBYS) = H (B-p7)° < ( %3 5)H> s =

RUC 2023 19/48



€9
EI L EATATRK H MSE RYHIEERY £S5}

E [MSE (XBLS>] 4EH§]| ZE ~2 160 r

HARMBET B[22 =E (¢ )’ < 402, XETEHFHER (ELE
2),

.
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21 EY3

€39

ATIER MSE MEBBERER, RINEE b BBHEARER.
b, HMFEWERFEM ue R, (u,8) RAFSHA o°|u]® MITLH
i 7

- 2 2
EeA(u,s) _ Ee)\<u,<bTa> _ ]Ee)\(CIDu,s) < e%H(I)uHchQ _ e%02||u||2.

MAERNATAERRKEAEXT . BERAN “sup-out” 1FEIF MSE
ER UED 1 -5 RS

4 5 _ d%r o? 1
S;[4a\fr+20\/210g(1/5)] ,ST—F?log 5)

4)1é)1®
n

MSE (XELS) <

v
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Lasso

AR EE R R R T
Y=X8+e¢.

Lasso(Least Absolute Shrinkage and Selection Operator) 2i8id 3K fi#
1
in —||Y— XB|3 + A
min 51V = %613 + Al

=R,

Tianjun Ke (RUC) Lecture 2 RUC 2023 23 /48



Lasso

AT LEER Lasso ?

o LRMEARAE: RHIBMNERE, EERUENFR (AIFL
SHAE), NMRSEIAZUEENTTREE, BRILEE
& [FREE A A THHEEE

o FITREMAE: WMERIX

FHIEHERE d ATREIR K, (ERBVHHERELEER.
HLMEEMPEANERT, IERERIMRIR - 2F/GEH, B
1850 =s<<d.

Elt, HAIEEET Lasso {315k S BELMHEL 5. BABKM, &
& %% Lasso fEITHISEER, tED || Bloso — 3*| RN SUEEE .

Tianjun Ke (RUC) ecture RUC 2023 24 /48



Lasso

E%ﬁE&T,%m:i%ﬁ%&ﬁgwﬂzﬁWQXM@ﬁ—%x
oy, EAERKD. XEEA VL,(8) =XX/n=%, & d>>nH,
Amin(X) =0, BKRE V2L, (0) RRFEEW, FKIT.

1£.(8) T La(®

B AN, HARKD. AAMMEERSEE 5 F1 5 BELEHE.
FTAERANEE L&A e R Lasso BYUT SR B I THEIA .
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Lasso

RE &4 (Restricted Eigenvalue condition)

RE condition

X Si={j| B #0} & 5 WXHES. MBHE
Ca(S) == {A | [As], < al|As],} HER A € Ca(S) 88

1
XA > slAl3,

NFR X %2 RE(x, o) &4.
mFHADAE S = XTX/n E/MHMEET B TEN SRR

Ami (i)—min@—mm@_mi lw
- A AR T A aJAlR T A AR
FTL RE &4t 2R TENR/IMHEETEEFSKTET «
1[XA[3

min =~ K.
AcCa(s) n [ All3
Tianjun Ke (RUC) Lecture 2 RUC 2023 26 /48
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Lasso

SINTXANEME, BATRAIIERAMLAH Lasso RIKSTERE".

Lasso {&i1HI UL SBUE FE

WRERHE
o B c1,...,c, BIATIH), BEXMFHE i=1,...,n, c RAESH
# o2 BTSN T8
o EIHEM X BIA—1k, EEIEIHEREE j 5 X MAEHE
LixP<1, #1<j<d
o X i#% 2 RE(k,3), BRATERE ) = 0\/log(2d/0)/(2n)
MZEDI 1 — 5 B

~ . 30 [2slog(2d/6)

“HT LS JLIX 4™ note B Theorem 15.2 BIERA, H{ERAT Holder "&R: https://
www.stat.cmu.edu/~arinaldo/Teaching/36710/F18/Scribed Lectures/0ct22.pdf
Tianjun Ke (RUC) Lecture 2 RUC 2023 28 /48



https://www.stat.cmu.edu/~arinaldo/Teaching/36710/F18/Scribed_Lectures/Oct22.pdf
https://www.stat.cmu.edu/~arinaldo/Teaching/36710/F18/Scribed_Lectures/Oct22.pdf

Lasso

BANEREWRE, MREMNHENRRLEEA A = C/logd/n (C A%
PMRAKRIER), W Lasso it EHM TR SHEE

18- 8]l = 0 (1 29,

RE slogd/n=o(1), Lasso {hitFiZHER. ERTLLEERE, R s
EE, 48 d FTRUAER KN FE RS IR E g .
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Lasso fhitEEF AT S4FFIEREFETE. A, XLEER S EM,

BIEEEFSEFWTE. HlI0, HRIEERNARE COVID %4l

#. W Y Wi TERSEM:

(1) 5ERAEEHERFME: SRFEGE. EXNBROIE. T
E£—1 ARG

(2) 5EXRSFHEXHIHFIE: BE. BAE

(3) ERBHEXNSFMEE: EXITIENAL. FREENHES

(4) S4FRAEHEXASFER: FFRERIHIHEE . FFT M COVID F
RENXEE

HATATRERAZE COVID RBI S HPEMEIEEEX. BRI SR F J

ME. BRI ERTA S CL,....d, j=1,...,J, Bk, RIMEE

iﬁ.ﬁ?ﬁ% 5517 ces 755_]'

Tianjun Ke (RUC) ecture RUC 2023 30/48



MR 5 RNE ARG mE‘JT, AR E
(IBs.ll2, 1Bs,ll2, - -, 18s,ll2) * € RY R#mERAT. Eik, AT Group

Lasso 4&E FiI5

(185,115 > 1Bsals s - - - 185 ll)]], = ZHﬂsH2

Group Lasso flit88AIIARTUNT

min |[Y'— ZXS Bs 3 + AZ [1Bs;]l2-

j=1

Tianjun Ke (RUC) Lecture 2 RUC 2023 31/48



Group Lasso in spAM

Group Lasso E’]—Aégrﬁﬁiﬁ = BB INFNEERY (sparse additive
model, spAM) °

Y= Z Xij) +ei, fori=1,...,n,
j=1

HRRHF s NEY [ BEFH. ATHIT 6 RMNARREGRBRIT
A:

d

fi(x) = Bidr(x), forj=1,....d.
k=1
e (65, BERAEEN—HEEN, LNSTE () ZA%
{sin(kx), cos(kx)}?2,, B #5 (B-splines) &%,

*https://arxiv.org/pdf/0711.4555. pdf

Tianjun Ke (RUC) Lecture 2 RUC 2023 32/48


https://arxiv.org/pdf/0711.4555.pdf

Group Lasso in spAM

Elt, MRHENMEZEHERR §, AERTEFREARNNERHRIRY
oo HEHj=1,...,d, Bk, HAVBAATLUER Group Lasso BT

Jkk=1"

itT.

spAM HYJ Group Lasso {&it

min L S0 (%= S5 i)’ 43 (S48)
k=1

ik n
B i j=1 k=1 =1

Het m RFANERE AR LR HAIE & 14
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BFiES RKHS

ARENEAS, BANEAERSFETEMER: ) =x"8=(xf8),
KM EMIEL X RHITEER. EERNATUITWHIE (x, ) Bk
H (0(x),8), Hp ¢: X — RY ZEEMIFIERRET, FHlan:

o MF xeR, ¢(x) = (1,xx°)

o WMF—FEHHE x, d(x) = (K a BIREL...)
FEik, FAATRUEEIES 6(x) SRRGH T EZRIEL MHRHIE.

e o
¢ 7
[ ]
RY ™
° ® o
® N e
e @ ® @------- o I
[} ® ®
Input Space Feature Space

Tianjun Ke (RUC) ecture RUC 2023 35/48



BFiES RKHS

T o) TEEREIEE (BEEFE!), NRBAE « BE1E)
00 BRI 1x) = (0(x), §) SERIFEHOHEFH. BLMER
TO B E MR EF o M3, XA NERA RS, L5
112 PR E B = el T

LB) = — S (Yi— (B o(X)2.

2n 4
i=1

3t B KB, H—KrEUAE

Tianjun Ke (RUC) ecture RUC 2023



&7 iES RKHS

IEHB o(X) MA—AEMIE, BATLUE 5 4BH

B3 mox) + v
=1
Hep vEET span{o(X)),j=1,..., N}, KALEMXFHE

*Z Zw 5), $(X))) (X)) = 0.

j=1

BNEZM, REHEAR (6(X), ¢(X))) MATLIKAE LiREBE. FBHAIR
x#“zﬁu—/\ﬂj‘rﬂ’]méﬂ k, ERTE K EAXILLRER, B EF T o
BB T E X AERY &

k(Xi, Xj) = (6(X)), 6(Xi))-
%Vﬁl’i (kernel trick).

Tianjun Ke (RUC) ecture RUC 2023  37/48



#7745 RKHS

BANHE—HSINKREAIEX -

RE kX x X - R Z2—MERYHENENTFHREARIAE
Xt,.. X0 € X, H Ky = k(xi,x) EXHIZRFERE K e R™" BHIEEM.

EFEINTHERT, —EH v=0 (H representer theorem 13&), M
ST AR X, RO © () = S, wi(o(X),6(X). tatlit,
MRS F (X) FRATT BEEEFRR. RI1AH— % DO
o LML k(xX) = (xX)
o BRI k(x,X) = ((x,X) + )P, Hif c ARNEH, p ASTR
Tt
o SHT/rbf #: k(x,X) =exp (M) RE AR,

Tianjun Ke ecture RUC 2023 38/48



#7745 RKHS

MARERE, RIVEME ¢, FUUR k ZEMER. RERXTF f &
EEEMHFHITRIER 7 XFEES|N RKHS(reproducing kernel hilbert
space).
o MR ¢: M—PEHBE xc X M EI— A HNFR=E H PRET
HHmE.
o ZmE ki WB—XEHER x, X € X MGIE R, EXETEMARX
Z (tBRIZIE T —XHEHE S Z BRI RN ) -
o RKHS #: EXTHR |- [n MEH f: ¥ - RHKE (RH=
18)). RKHS $#id 7 il o 1 fﬁ']rijﬁ

Feature map ¢(x)

unigue

Kernel k(x, z") unique RKHS H with || - ||%

Tianjun Ke (RUC) Lecture 2 RUC 2023 39/48



%7755 RKHS
B H R E X
RKHS

5 X Hilbert Space: Hilbert Space B BT () : HXH >R H
EEREOETE, HPRRER:

o XIFRME: (fg) =(s.f)

o Zitt: (a1 +aafr,g) = a1 (f,g8) +az(h,g)

o IEFEM: (ff)>0, AR f=0 HFRHEERE
SRIBEN RKHS: 3t f: X — R FEMAY Hilbert Space, RKHS & EXtHr
BH x e X, E{HiZE (evaluation functional) Ly := f— f (x) B .

BlF: MF X = RY WK H = {fc 1ce Rd}: ;E\::F fc(X) = <C7 X) %—%’l‘i
BB #L, M evaluation functional A Ly (o) = (¢, x).

WA IRFRIXAE X : Hilbert Space EX THFR, M RKHS {EREMAE 1
PRIESE FEEESR xc X LARFHEX, 2B IATULE f (%)
I

Tianjun Ke (RUC) Lecture 2 RUC 2023 40 /48




#7745 RKHS

HHAET RKHS £13 f (x) ARFHIEX, AR AHAMRKHS Bg 7

MWFEE X > REIRKHS H, EMBEER k: X x X — R FHRIF
BB feH UK yeX, B (fk(,y) ="My, X8, k(,y) 2IEHEH
x— k(x,y), BER H FR—IPTR. BE x€ X', A#E—HIERX
N k(x,-) € H 2ME—HRY (Riez representation theorem)

WMATIRRR k(x, ) ? BRATATLUREIRMEA (R 445"

KT EF, #RE—NXENEA: FTFENET R WTE

(X1, -+, xn), BATAA x; RTRESE | EHLER. R iR LFREE
i R" > R (xi, - ,xp) BET x;, MAEREEN. LT
RKHS ki, RBEXKANFE L(f) = (x) = (Fk(-,x), HP L 2K
1A AY evaluation functional. Bk, FABAEXHEHIALEREREL

Le: H—RIBAEXT fx), MAEHEESENC.

‘M RERMESEN, MRBEN, L 7 RKHS LHR

Tianjun Ke (RUC) Lecture 2 RUC 2023 41/48




#7745 RKHS

AIRERRIZE:! IEW R AT ARIRRIAEILE, 7 RKHS

REMNETLRALIRRTHRETE (EEgtiE, EoiEi «BE

R FR3EHEE RKHS),

B ne N, HMTATLA f:= 3, aik(xi,-) X RKHS )T E (4RHY
BIREMAHEE, o e R), HFEXAR: (fg) =21, > L, aiaik(x, x).
TELFENTEE— k XA RKHSE,

TR FIRE SRS, Mhttps://arxiv.org/pdf/1408.0952.pdfhy 1.3
8Moore—Aronszajn theorem, Il
https://web.stanford.edu/class/cs229t/notes.pdfRJ Theorem 22 B
#FEhttps://en.wikipedia.org/wiki/Reproducing_kernel_Hilbert_space
Tianjun Ke (RUC) Lecture 2 RUC 2023 42 /48
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&7 iES RKHS

MAERNEBHAENZENXERET!
° QHE ki HE ¢ X > H, k(xX) = ((x), 6(X)) RAILEH
o kT ¢: 487 k, TE1E— Hilbert Space H FARRET &L
¢ X = HERF k(x,X) = (p(x), d(X))
o RKHS #E k: 81 RKHS H #ifME—PMHEEZ L X x X - R

o k THE RKHS: XMFTBERIXERE k, #EFEE——MEEZA kB
RKHS H

o RKHS #fE il & %% F representer theorem !

Tianjun Ke (RUC) ecture RUC 2023 43 /48



#7745 RKHS

Representer theorem

L H AZEE k IHRE) RKHS, ||f ||% RRZE H PHRIRE f BSEE.
V BIESIBEE Q:[0,00] - R FAV EHAIKEE £ : R” — [0,00] R
1k iB) 7

e L(F) = Q(If ln) +£(F(xa),- .-, f(xn))

RIS AT IAS AL

= z”: aik (X, x;)
i=1

—FHE, HERMNEET M kZfE, S f—ELTE k MR
RKHS BB, M RKHS #i&7T IR, $—FA M|, representer
theorem 45 T ILSE KR kernel HHX ML BBBI T X, WT—1HIF.
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BFiES RKHS

il :
¥4 E U3 (kernel ridge regression):

n

) 1 2 Ay
min li(f(xl)—y,) +§||f||7{

=

3 representer theorem, FATHEMNFRERIATHI IR :

n n
1
HEDDE Zlajk(xw)—yi +3 ZZO‘% X3, %)) -
= j=

i=1 j=1
EX KeR™" hizsEl, YeR" ARERXNREEE, NE

1 A
min §||Ka - Y3+ §aTKa.
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BFiES RKHS

ERRKR—B &G (3F o KFE 0):
K(Ka — Y) + AKa = 0.

FEIREA
a=(K+A)7tY.

TF— BN x, BEAKE () ] 7 (I 3)

Tianjun Ke (RUC) ecture RUC 2023



BiMzEBd—L @B HATRHAE

o FEitE S IR — MERUAIERT 7
FUHAET, ATAKNAE Lasso 7
4 B5H&ERT L A Group Lasso ?
A ASINEFTE?
EKMBEH kernel T, RKHS HH4 A7
A kernel F{+AGRPAEIE ?

kernel FATZER B S 3 215 ? (Neural tangent kernel, Deep kernel
learning, etc.)
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fel

L X F—PERMBE A o> E’]IIZnﬂﬁﬁ’FEE’JBJ‘ﬁ’FIL . MERA{EER
t>0, #8F P(X>t) <exp (— )90

202
2. ERR P20 W E[22] = E (¢ )” < 402 10,
3. BiH P46 B f (x) BRET.
4. F|F representer theorem F1 RKHS B4R, IR A{tT4 P46 &

[flln =aTKa. H—FH, EX nnorm K ||[f|2=L57f(x),
LHEREREER .

°Hint: Chernoff bound P(X > t) <P (e > ) + Markov's inequality
YHint: FIAE[|X*] = [P (X" > t)dt
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